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Agenda

» Resources in NVMe/NVMe-oF

> NVMe Resource Management

» Management with NVMe-Ml

» NVMe Management with Swordfish
» Swordfish Models

> Summary and Wrap up
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Disclaimer

= The information in this presentation

represents a snapshot of work in progress
within SNIA

= This information is subject to change without
notice.

= For additional information, see the SNIA
website: www.snia.org/swordfish

BN

Swordfish
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http://www.snia.org/swordfish

Resources to manage in NVMe/NVMe-oF

PCle Port

- Namespace

= Controllers
. Subsystem = I
« Endurance Groups
= Sets

« Domains

i

Example: Endurance group and sets
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NVMe Resource Management

« Qut-of-Band Management — Management of hardware resources and
components independent of host operating system

« NVMe™ Qut-of-Band Management Interfaces
= SMBus/I2C
= PCle Vendor Defined Messages (VDM)

= In-Band Management — allows application to tunnel NVMe-MI commands
through NVMe™ driver with NVMe Admin commands NVMe-MI
Send/Receive commands. This is through the host operating system
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NVMe Management with NVMe-MI

Host Processor

Host Operating System

3 possible paths to manage Fraeen

<« — =+ QOut of Band PCle VDM
- — =+ Out of Band SMBus

PCle Root
< » InBand
: Port

NVMe Subsystem (E.g. SSD )
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NVMe Management with Swordfish: PCle attached SSD

Redfish/Swordfish
URL database

ost Processor

BMC Operating System

iRedfish/ : : .
Swordfish Redfish/Swordfish

nterface Interface

3 possible paths to manage

+ — & Qut of Band PCle VDM
# — & Out of Band SMBus

<+—» InBand

PCle Root
Port
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NVMe Management with Swordfish: Array/JBOF

Management Entity

Redfish/Swordfish
URL database

Array JBOF

Array frontend \

Redfish/
Swordfish
Interface

y\Management Interface

Redfish/
Swordfish

Interface
Host Operating

System

Subsystem

*One of the possible Models - implementation layer choice

+— Data Path

QOB Redfish/Swordfish
Management Path
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NVMe Swordfish Model
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NVMe mapping in Swordfish

A
SNIA.

Swordfish
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Swordfish NVMe Model

[redfish/v1l

Subordinate

. Subordinate
Collection Singleton Resourlces & Singleton Resource Resource Collection
Resource Resource Collections

./Systems/Sys-1
Collection of Systems

“ ogical View” Computer System Storage Collection

Service Root

.[stoage/SimplestNV
MeSSD

./Volumes/Simpl
eNamespace

[redfish/v1/Systems

./Storage Volumes

./Controller/NVMelO
Controller

Controller

T
1
1
1 i
L
T
Collection of Storage U L !
1
1
1
1

[redfish/v1/Chassis ./Systems/SimplestNVIMeSSD
Collection of Chassis
“Physical View”

Property ./Drives/SimplestNVMeSSD

Drives Collection

010

T SNIA”
DMTF T
Redﬁs Swordfish
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Swordfish NVMe Model

fredfish/vl .
Subordinate
Service Root "
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Redfis Swordfish
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Swordfish configurations: NVMe (systems/sys-1)

ata.type™: "#lomputerSystem.wvl_ 8 @.ComputerSystem”,
TSy=-17,
": "WebFrontEnd483™,
": "Physical™,

[redfish/v1/Systems/Sys-1 ETag™: ~Chicago-45Z-2381,

ialNumber

tNumber” 224@71-323",
: "Web Front End node™,

= Mockups at http://swordfishmockups.com IO 89aToen Ak sass s srasazeasEsat,
Note: Mockups are representations of implementations ’

ingRoles™: [

StorageServer”

"fredfish/vl/Systems/Sys-1/5torage™

"@odata.id": "/redfish/vl/Chassis/SimplestNvMesSsD™

E
SNIA.

N
‘Bodata.id™: "Sredfish/vi/Systems/Sys-17,
Swordfish "@Redfish.Copyright™: "Copyright 2014-2028 SNIA. All rights reserved.”
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http://swordfishmockups.com/

Swordfish configurations: NVMe (Storage Collection)

[redfish/v1/Systems/Sys-1/Storage

"fodata.type”: “#StorageCollection.StorageCollection®,
“Name": “Storage Collection®,

"Members@lodata. count”: 1,

“Members”: [

{

"fodata.id": “/redfish/v1/Systems/Sys-1/Storage/SimplesthNVMessD”

]J
"fodata.id": "/redfish/vl/Systems/Sys-1/5torage”,
"@Redfish.Copyright”: "Copyright 2014-2820 SNIA. All rights reserved.”

E
SNIA

.

Swordfish

2020 Storage Developer Conference.

/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD

"@Redfish.Copyright™: "Copyright 2014-202@ SNIA. All rights reserved.”,
"flodata.id": "/redfish/v1/Systems/Sys-1/Storage/SimplestNyMessD”,

"@odata. type”: "#5torage.vl_9 @.Storage”,

"Id": "1,

"Name”: "NVMe Simplest Configuration”,

"Description”: "Mockup of simplest NwMe simple config with 1 Subsystem, 1 If0

kontroller and 1 Mamespace.”,
"Status": {

"State™: "Enabled”,
"Health™: "OK",
"HealthRollup™: ™OK™

Is

"Identifiers": [{
"DurableNameFormat™: "NQN",

"DurableName™: “ngn.2814-88.org.nvmexpress:uuid:6c5fes66-10e6-4fb6-aadd- 8b4159F58245™
.
"Controllers™: {

"flodata.id": "/redfish/vl/Systems/Sys-1/Storage/SimplestNvMeSSD/Controllers”
}J

"Volumes™: {

"fodata. id": "/redfish/v1/Systems/Sys-1/5torage/S5implestNVMessD/Volumes™
1
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Swordfish configurations: NVMe (volume/Namespace)

[redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace

ight”: "Copvright 2014-2020 sSNIA. All rights reserved.”
"fredfish/vl/sSystems/Sys-1/5torage/5implestNvMessD/Volumes/SimpleNamespace™ ,
“#Volume.vl_ 5 @.Volume™,

: "Namespace 17,
PCle Port LogicalUnitNumber

"Enabled",

eNameFormat™: "MON™
B.org.nvmexpress :uuid: 6c5fe566-10e6-4fbe-aad4-8b4159029384™

PCI Function 0
NVM Express Controller

Jeallocated(
UIDRe

E
SNIA.

LEAFormat@support™

edAtEndOfDatalBA™ :
"1.4"

N

Swordfish
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Example: Getting Namespace info

GET /redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace HTTP/1.1

{
"@odata.id": "/redfish/vl/Systems/ Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace",

"@odata.type": #Volume.vl_5_0.Volume ",
"@odata.context": "[redfish/vl/$metadata#Drive.Drive",
"dT “1v,

"Name": “Namespace 1",

"CapacityBytes": 10737418240,

"Oem": {
h
"Status": {
"Health": "OK",
"State"™: "Enabled"”
h

"PhysicalLocation":  {
"PartLocation™: {
"LocationType": "Slot",
"ServiceLabel": "NVME-1"
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Example: Updating Namespace State

PATCH —data ‘{“status”: {“state”:”Disabled”}}’
/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace HTTP/1.1

"@odata.id": "/redfish/vl/Systems/ Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace",
"@odata.type": #Volume.vl_5_0.Volume ",

"@odata.context": "Iredfish/vl/$metadata#Drive.Drive",

[0 R

"Name": “Namespace 1",

"CapacityBytes": 10737418240,

"Oem": {
h
"Status": {
"Health": "OK",
"State": “Disabled"
h

"PhysicalLocation":  {
"PartLocation": {
"LocationType": "Slot",
"ServiceLabel": "NVME-1"
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Swordfish configurations: NVMe (Controller)

[redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController

PCle Port

“@odata.id™: "fredfish/v1/Systems/5ys-1/Storage/SimplestNVMeSsSD/Controllers/NVMeIOController™,

"@odata.type”: "#5torageController.vl @ @.StorageController”,
“IdT: T1T,
: "NVMe I/0 Controller™,
ription™: "Single NWMe I/0 Controller presented to host.”,
"Status™: {
"State™: "Enabled”,
"Health™: "OK"

PCI Function 0
NVM Express Controlle

1

I

"Id": "NVMeIOController™,
"Manufacturer”: "Best NVMe Vendor™,

"Model™: "Simple NVMe Device™,
ialNumber™: "NVME123456",
ersion™: "1.8.8",

"SupportedControllerProtocols™: [

"PCIe”
a 1
SNIA. "SupportedDeviceProtocols™: [
"NvMe”
N
! 1.
Swordfish
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Swordfish configurations: NVMe (Controller...)

[redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController

PCle Port

"NvMeControllerProperti
“NVMeVe —E FalLEE
"NVMeCont tribute

"Repor

"Support

"Repor amespaceGranulari
"SupportsTrafficBasedKeepAlive™:
upportsPredictablelaten

upportsEnduranceGroups™:

upportsReadRec rLen

upportsNVMset

upportsExceedingPowerOf perationalstate™: false,
"Support itHostId™: f

ttachedVolum = [{

"@odata.id”: "/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Volumes/SimpleNamespace™

E
SNIA.

N

Swordfish
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Example: Getting Controller info

GET /redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController HTTP/1.1
{

"@odata.id": " "/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController *,
"@odata.type": " #StorageController.vl_0_0.StorageController *,
"ldm 1",

"Name": " NVMe I/O Controller ",
"Manufacturer": “Best NVMe Vendor",
"Model": "Simple NVMe Device"
"SerialNumber": “NVME 123456 ",
“FirmwareVersion":  "1.0.0",

“ReportsNamespaceGranularity”: “false”,

PATCH —data ‘{“NVMeControllerProperties”: {“ReportsNamespaceGranularity”: “True”}}
/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController HTTP/1.1
{

"@odata.id": " "/redfish/v1/Systems/Sys-1/Storage/SimplestNVMeSSD/Controllers/NVMelOController “,
"@odata.type": " #StorageController.vl_0_0.StorageController *,
"ldm 1",

"Name": " NVMe I/O Controller ",
"Manufacturer": “Best NVMe Vendor",
"Model": "Simple NVMe Device"
"SerialNumber": “NVME 123456 ",
“FirmwareVersion":  "1.1.0",

“ReportsNamespaceGranularity”: “True”,
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Swordfish NVMe Model

[redfish/vl

Subordinate

i Subordinate
i Singleton Resources & X
Resoures ; Singleton Resource Resource Collection

Service Root

Resource Resource Collections

[redfish/v1/Systems

./stoage/SimplestNV
MeSSD

./Volumes/Simpl
eNamespace

./Systems/Sys-1

Computer System Storage Collection

./Storage Volumes

Collection of Systems
“Logical View”

T
1
/redfish/v1/Stor |
1

Collection of Storage _,_--“"‘E—_

1
1
1

[redfish/v1/Chassis

Collection of Chassis
“Physical View”

Property — ./Drives/SimplestNVMeSSD

Drives Collection ~————

./Controller/NVMelO
Controller

Controller

./Systems/SimplestNVMeSSD

mﬁi]\
T Wy
DMTF D '
e N
Redfish Swordfish
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Swordfish configurations: NVMe (Drive)

/redfish/v1/Chassis/SimplestNVMeSSD

"@odata.type™: "#ChassisCollection.ChassisCollection™,
"Name": "Chassis Collection”,
"Members@odata.count”: 1,
"Members™: [

{

"@odata.id": “/redfish/v1l/Chassis/SimplestNvMeSsD"

H
1
"@odata.id": "fredfish/v1/Chassis",
"@Redfish.Copyright™: "Copyright 2014-282@ SNIA. All rights reserved.”

E
SNIA

.

Swordfish

“@odata.type”: "#Chassis.vl 14 @.Chassis”™,
“Id": "SimplestNVMeSsSD™,

“Name™: "SimplestNvMessD™,

“ChassisType™: “"Module™,

"Manufacturer”: "NvMeDriveVendorFoo",
"Model"™: "NVMeMODEL™,

"SKU™: "6914268",

"SerialNumber™: "529QB9458R6",
"PartNumber": "l6648@-523",

"PowerState™: "On",
"IndicatorLED": "Off",
"Status”: {
"State™: "Enabled”,
"Health": "oK"
1
"Thermal™: {
"f@odata.id": "/redfish/v1/Chassis/SimplestNVMeSSD/Thermal™
s
"Drives™: {
“fodata.id"™: "/redfish/v1/Chassis/SimplestNVMeSSD/Drives™

T
¥

“Links": {
"Storage™: [{
“@odata.id”: “/redfish/vl/Systems/Sys-1/5torage/SimplestvMessD™
11
¥
"@odata.id": "/redfish/vl/Chassis/SimplestNVMeSsD™,
“@Redfish.Copyright™: "Copyright 2014-2020 SNIA. All rights reserved.”
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Swordfish configurations: NVMe (Drive..)

[redfish/v1/Chassis/SimplestNVMeSSD/Drives/SimplestNVMeSSD

“@odata.id”: "fredfish/v1/Chassis/NVMeDrivel/Drives/NvMeDrivel”,

“@odata.type”: "#Drive.vl 9 @.Drive”,
"IndicatorLED"™: "Lit",

"Enabled",
“Health™: "OK"

pacityBytes™
"FailurePredicted”:
Protocol™: "NvMe",
"ssD",
Manufacturer™: "Contoso”,
rialNumber”™: "72D@AB37FRD26"
SSD DI’IVG i ar‘tl"ll:lnjb "SGEeGEPEE112531 738
Identifier [{
“DurableMameFormat™: "MAA™
"DurableMame”: "S5@00@3342816D13A"

pableSpeeddl

gotiatedSpeedG

.-I L
SNIA. Y : "fredfish/v1/Chassis/NVMeDrivel/Drives/NVMeDrivel/Actions/Drive.Reset”
o

Swordfish
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NVMe with Endurance Groups and Sets

Redfish/Swordfish NVMe

A

NVMe Chassis:

11 Physical Device

Information
A

Storage Subsystem

o (NVM &)

I/ 0 Controller

+“——> Equivalent Objects

Controller
(Admin/Disc) Controller
(/o) —

~ Relationship in model

(NVMe) - . .
* e > L Link between Objects
— D 3|
Default end =
StoragePool | —¥»| Endurance oS -
Group
Group
‘ Default Set p
StoragePool —>
(@) Set
AllocatedVolumes »| Mamespace .
(NVM e) Namespace la— . — e
t SNIA, (NVMe) |
—_—— =
Swaordfish
b
{
Redfish
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NVMe-oF Mapping in Swordfish

Redfish/Swordfish e el NVMe-oF

Subsystem Target View
Logical NVMe-oF Subsystern Model
i i Storay —
Relationship =
. [Logical Subsystem)
in model Logical NVM Subsystem
+—» (NVM e-oF)
LA
Controller
P B (Lozical contraller)
Fabrics | Storage
. || S e Logical /O Controller
Equivalent i (MM e-oF)
Objects ERNS AR N A Network Adapter
| | — S g
> - Zones !
/
(Logical Part) 2 |-
/ | Logical Namespace
& | | (NVMe-oF)
| NetworkPort l‘ |
| | —
| > StoragePool
| e —— Lo or
[Allowed Hasts) (Logical Namespare) Function (MM e-aF) ml
A
StoragePool
Allowed Hosts
(NVMe-oF)
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Relationship

in model
A

Equivalent
Objects

’ SNIA.
,

Swaordfish

Redi';lsh

Redfish/Swordfish

A 4

|
/

- |
| |
Networkrort I
|
Network Device
Function

NVMe-oF Model,

Subsystem Target Vie

Subsystem Model

NVMe-oF Mapping in Swordfish

NVMe-oF
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NVMe-oF Mapping in Swordfish

Redfish/Swordfish Mt el NVMe-oF

Subsystem Target View

Relationship
in model Logical NVM Subsystem
— 1 s (NVM e-oF)
. Logical /O Controller
Equivalent [NVM e-oF)
Objects

Logical Namespace
(NVMe-oF)

Logical Port
(NMe-oF)

Allowed Hosts
INVMe-oF)
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Relationship

in model
A

Equivalent
Objects

NVMe-oF Mapping in Swordfish

Redfish/Swordfish
Logical NVMe-oF
(Logical Subsystem)
v
Controller
-
Fabrics I

1 ¥
SR I S S
b Netwark Adapter
w —
|
/

> M —
{Logieal port) + ya

|
L | |
Networkport [N

|

¥
| _Wm S Valume Network Device
[Allowed Hasts) [Logical Namespate) Function

NVMe-oF Model,
Subsystem Target V|

Subsystem Model

Controller

StoragePool +

v

StoragePool
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Redfish/Swordfish configurations: NVMe-oF Hle
Fabrics)

/redfish/v1/Fabrics

"fodata.type”: "#Fabric.vl_2 @.Fabric”,
"Id"™: "NvMe-oF",
"Name": "NVMe-oF Fabric™,

"NVMeOverFabrics",

fodata. type™: “#FabricCollection.FabricCollecti
"“Fabric Collection™,

ata.count™: 1,

"Enabled™,
oK™

"@odata.id": "/redfish/v1/Fabrics/NvMe-oF"

.id": "/redfish/vl1/Fabrics",

.Copyright™: "Copyright 20814-2028 SNIA. All rights reserved.™ .id": "fredfish/v1/Fabrics/NvMe-ofF fZones™

" fredfish/v1/Fabrics/NvMe-of /Endpoints"

"Connections™: {

@odata.id”: "/redfish/v1/Fabrics/NvMe-oF /Connections”

1
]

r/ A "flodata.id™: "/redfish/vl/Fabrics/NvMe-oF",
SNIA.
A "@Redfish.Copyright™: "Copyright 2014-2828 SNIA. All rights reserved.™
Swordfish
Redfish
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Swordfish

Redfish/Swordfish configurations: NVMe-oF Elad2
(Endpoints and Connections)

/[redfish/v1/Fabrics/NVMe-oF/Endpoints/NVMeEndpoint

"@odata.type”: "#Endpoint.vl 4 _@.Endpoint™,
"Id": "1,

"Name": "NVMeEndpoint®,

"Description™: "Endpoint connected Logical Namespace (NVMe-oF)",
"EndpointProtocol™: “NVMeOverFabrics”,

"ConnectedEntities™: [{

"EntityType™: "Volume",
"EntityRole™: "Target™,
“"Identifiers™: [{
"DurableNameFormat™: “NGUID",
"DurableName”: "FDECBA9876543218h™
1

HIP

"IPTransportDetails™: [{
"TransportProtocol™: “RDMA",
"IPv4Address": {

"Address": "192.168.155.22"
s

"Port™: 4428

s

"@odata.id": "/redfish/vl/Fabrics/NvMe-oF/Endpoints/NvMeEndpoint™,
"@Redfish.Copyright™: "Copyright 2014-2828 SNIA. All rights reserved
b

-
SNIA

Redfish

/[redfish/v1/Fabrics/NVMe-oF/Connections/Host1

"@odata.type": "#Connection.vl_® @.Connection”,
"Id": "Hostl",

"Name": "Connection info for host 17,

"ConnectionType”: “Storage”,
"VolumeInfo™: [{

"AccessCapabilities™: [“Read”, "Write"],
"Volume”: {

1l

“fodata.id”: "/redfish/vl/Storage/NVMe-oF-Subsystem/Volumes/LogicalNamespacel™
h
"Links™: {

"Endpoints™: [{

“@odata.id": "/redfish/v1/Fabrics/NvMe-oF /Endpoints/Host"
¥s

“@odata.id”: */redfish/vl/Fabrics/NvMe-of fEndpoints/NVMeEndpoint™
}
1.

“"Zones": [{

“flodata.id”: “/redfish/vl/Fabrics/NvMe-oF/Zones/1"
i1
s
"@odata.id": "/redfich/v1/Fabrics/NvMe-oF/Connections/Host1",
"@Redfish.Copyright™: "Copyright 2014-2028 SNIA. All rights reserved.”
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Summary & Wrapup

» Mockup for various models
PCle attached NVMe, JBOF, NVMe-oF, ...
Mockups @ http://swordfishmockups.com

» NVMe-Swordfish Mapping Guide
“Swordfish NVMe Model Overview and Mapping Guide”

» Latest Swordfish bundle released in Aug 2020

1.2.1 version
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http://swordfishmockups.com/

hank you for watching
= SNIA Swordfish™ Standards

Schemas, Specs, Mockups, Users Guide, Practical Guide & more
https://www.snia.org/swordfish

= Redfish / Swordfish Specification Forum

This is where you can ask and answer questions about Redfish and Swordfish &l
http://swordfishforum.com/ SNIA.
N
= Scalable Storage Management (SSM) TWG
Technical Work Group that defines Swordfish Swordfish
Influence the next generation of the Swordfish standard Sewlable Sompe Manpemen

Join SNIA and patrticipate: https://www.snia.org/member_com/join-SNIA

= Join the SNIA Storage Management Initiative

Unifies the storage industry to develop and standardize interoperable storage management
technologies

https://www.snia.org/forums/smi/about/join
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https://www.snia.org/swordfish
http://swordfishforum.com/
https://www.snia.org/member_com/join-SNIA
https://www.snia.org/forums/smi/about/join

Thank you
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Please take a moment
to rate this session.

Your feedback matters to us.



